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A field-programmable gate array- (FPGA-) based nonlinearDirect TorqueControl (DTC) associatedwith SpaceVectorModulation
(SVM), Input-Output Feedback Linearization (IOFL), and second-order super-twisting speed controller is proposed to control an
inductionmotor drive. First, the nonlinear IOFL is proposed to achieve a decoupled flux and torque control and the SVM technique
is used to control the inverter switching frequencywhich reduces the torque ripples andnoise.Next, to enhance the speed regulation,
a super-twisting speed controller is added to an SVM-DTC-IOFL scheme.The nonlinear SVM-DTC-IOFL ensures a high dynamic
response, good robustness under the external load disturbances.The Lyapunov theory is used to analyze the system stability. Then,
this paper presents the interest of implementing the suggested SVM-DTC-IOFL using a Field-Programmable Gate Array (FPGA)
circuit. The main interest of the FPGA-implementation is the reduction of the control loop delay, which is evaluated to a few
microseconds, thanks to the parallel processing offered by the FPGA. The performances of the proposed control algorithm are
investigated by digital simulation using the Xilinx system generator tool and an experimental implementation utilizing an FPGA-
Virtex-5-ML507.

1. Introduction

The Direct Torque Control (DTC) of AC machines was
proposed by Takahashi and Noguchi in 1986 [1] and then
by Depenbrock in 1988 [2]. Relative to the Field Oriented
Control (FOC) strategy, the DTC has taken the attention
of several researchers because of its many advantages, like
the simple structure, the fast dynamic response, and the less
dependence on machine parameters. The main problems of
the conventionalDTC are torque and the flux ripples, the cur-
rent distortions, and the variation in the switching frequency.
It is well known that the source of the switching frequency
variations is the existence of hysteresis comparators in the
conventional DTC scheme [3].

To overcomeDTC drawbacks, several methods were pro-
posed, such as using extended switching tables, or artificial
intelligence techniques [4, 5]. The Space Vector Modulation
(SVM) strategy has been also proposed and developed by

several researchers to reduce the torque and the flux ripples
by an operation with a constant switching frequency of the
inverter. In the SVM-DTC the two hysteresis controllers
are replaced by two Proportional Integral (PI) controllers
to calculate the reference voltage vector components, which
will be modulated by the SVM unit to generate the inverter
switching states [6]. This control scheme improves the DTC
performances in terms of ripples. However, the use of PI
controllers requires the knowledge of the exact model of the
controlled system. Besides, the selection of controller gains
is not easy. Mostly, the gain values which are obtained by an
analytical method or by simulation do not work well in prac-
tice. Moreover, the PI controllers have limited performances,
especially with the presence of disturbances, uncertainties,
andparameter variation.As a result, the dynamic and stability
of the system will be affected [6]. To solve the limitations
of the cited methods, robust nonlinear control approaches
have been developed to control the induction motor, such as
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the backstepping control, the Sliding Mode Control (SMC),
and the Input-Output Feedback Linearization (IOFL) [7–
12]. The IOFL transforms the nonlinear system into a simple
equivalent linear one, which can be easily used for the control
design [10]. The IOFL utilizes an inverse mathematical trans-
formation to obtain an appropriate control law to control
the original nonlinear system. This control strategy has been
associated with the SVM-DTC in various research works to
improve the AC drive performances [11, 12].

The sliding mode control (SMC) is a powerful control
technique which uses fast switching of a control quantity
in order to achieve a fast and robust dynamic response [8].
The SMC is suitable for systems with modeling uncertainties
and variable parameters, or in the presence of large external
disturbances. In addition, the exact knowledge of the system
parameters is not required. Despite these advantages, the
first-order SMC was quite rarely applied to electric drives
control, mainly due to the presence of chattering [13]. Tradi-
tional solutions have been developed to reduce the chattering
phenomenon, which are

(a) Replacing the discontinuous control function by “sat-
uration” or “sigmoid ones [14, 15]. This approach
guarantees a continuous control and prevents the
chattering. However, the main limitation factor of
this solution is that the sliding system trajectory does
not exactly converge towards the sliding surface, but
around its vicinity which drop the system robustness
under the disturbances.

(b) Using controllers with dynamical gains. Recently,
adaptive sliding mode controllers have been pro-
posed, the interest being the adaptation of the gain
magnitude with respect to uncertainty/perturbation
effects.Then, a reduced gain induces lower chattering.
In [16], an adaptive (first order) sliding mode con-
troller has been proposed and has been evaluated for
the control of an electropneumatic actuator. In [17],
a robust adaptive sliding mode controller is proposed
for Takagi–Sugeno fuzzy systems.

(c) The Fractional-order sliding mode control has been
also proposed by several researchers to overcome
the classical sliding mode control limitations [18–20].
Compared with traditional sliding mode controller,
the fractional order sliding mode controller contains
a fractional order term in the sliding surface [18]. The
Fractional calculus is a generalization of integration
and differentiation to fractional order fundamental
operation [19]. Several research works are focused
on fractional order proportional-derivative manifold,
which has been applied in antilock braking systems
[20], power electronics buck converters [21], and
position control of PMSM [22]. The uncertainties
are not taken into account during the design of
the above controller and the chattering will not be
considerably prevented. Usually, the control perfor-
mance and the dynamic systems can be affected
by the nonlinearities of the system, the parametric
uncertainties, and the external disturbances. The
main drawback of this controller is the careful tuning

of fractional operator required. Several researchers
have used a fuzzy logic system to tune gain of
switching control in fractional order sliding mode
controller [23–25]. The fractional order sliding mode
controller based on neural network technique has
been developed in several research work in order to
achieve better performance [26–28]. In paper [29],
the authors present a fuzzy fractional order sliding
mode controller to control nonlinear systems, where
the chattering phenomenon is reduced using a sign
function and the controller parameters are adjusted
with genetic algorithm. Furthermore, the Fractional
order slidingmode controller is utilized to control the
buck converters [21]. However, the methods to adjust
the parameters are not discussed. In paper of [30], the
authors present Fractional order slidingmode control
based on reaching law approach, but the methods
for parameters tuning are not presented. The fuzzy
logic control and neural networks associated with
fractional order sliding mode controller offer good
performances in terms of robustness and chattering
reduction. However, the combination between the
sliding mode control and the intelligent techniques
increases the complexity of the implemented algo-
rithm which requires digitals circuits with higher
computation power.

(d) Higher-order SMC was developed in [31, 32]. The
high-order-sliding mode control is the generalization
of the first order, which is based on the higher-
order time derivatives of the sliding surface instead
of acting on its first derivative only. The development
of higher order SMC requires the availability of the
sliding variable derivatives. However, this method
increases the information demand for the controller
design.The only exception is the second-order super-
twisting slidingmode algorithm that requires only the
measurement of the sliding variable S. This scheme is
extremely robust which makes it attractive for drives
control [33].

Motivated by the above discussion, the first contribution
of this paper consists in implementing a second order Super-
Twisting Speed Controller (STSC) for an induction motor.
Among the above methods, this controller is chosen thanks
to its simplicity of design and low cost implementation. The
STSC is implemented on an FPGA Virtex V. However, it
offers better performances under load disturbances, paramet-
ric uncertainties, less chattering, and low consumption of
resources from the FPGAcircuit and ismore feasible for prac-
tical implementation; this makes a difference between the
others publishedworks. Formore clarification, a combination
between an IOFL and an SVM-DTC (SVM-DTC-IOFL)
with a Super-Twisting Speed Controller (STSC) to provide
a fast dynamic response, robustness control, less chattering,
and low torque and flux ripples is developed in this paper.
The second contribution is the design and the hardware
implementation on the FPGA of these approaches, utilizing
the Xilinx System Generator which enable the automatic
generation of the VHDL code for FPGA. The experimental
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validation with an FPGA-board of the proposed SVM-DTC-
IOFL based on Super-Twisting Speed Controller (STSC) is
presented in this work, which makes the difference to other
works investigated to control the induction motor.The Super
Twisting Speed Controller (STSC) is used to control the rotor
speed, in order to provide a good dynamic response and
improve the control system robustness under the param-
eters variations and the mechanical load disturbances and
uncertainties and without chattering. The Lyapunov stability
theory is used to verify the stability of the STSC and IOFL
controllers. In addition, in this paper the proposed STSC is
compared with an integral sliding mode speed controller and
a Proportional Integral speed controller.

Generally, the frequency inverter of AC drive integrates
digital circuits like the STM32F3 and STM32F microcon-
trollers [34, 35] and the Digital Signal Processor (DSP) [36,
37]. However, the STM32 controllers integrate micropro-
cessors which execute the control algorithm sequentially.
Accordingly, the algorithm complexity increases the pro-
cessing time raises, which consequently creates delays in
the control loop and causes additional ripples in the torque
and the stator current. The DSP controllers are taken into
account like a suitable solution in the applications of electrical
drives [38] that are based on a high performing processor
core and few peripherals to communicate with the external
environment. It is in fact noticeable that the processor’s
sampling frequency is contingent upon a computational
burden as a result of serial processing. As a consequence, the
latter reduces the performances of the control algorithm and
creates delays within the feedback loop. As a matter of fact,
the flux ripples, the torque, and the waveforms of the stator
current harmonics will go up [39, 40] if the sampling time
grows. In order to reduce the DSP calculation burden, some
researchers have developed a DSP-FPGA combination. This
has been done by distributing to the FPGA some algorithm
tasks [41, 42], hence reducing the ripples and minimizing the
sampling period. Nevertheless, it has been an inappropriate
solution for commercialization, for the reason that the cost is
high and the interfacing circuits are complex. In the objective
of overcoming these limitations, the FPGA has been able to
be selected as an alternative solution for the controlling of the
induction motor within shorter execution time, which might
indeed enhance the high-performance applications. In the
recent years, the software solutions such as theDSP have been
used by several researchers (e.g., dSPACE 1104) in the goal
of controlling the electrical motor [39, 41, 42]. The principal
limitation factor of such solutions is the dependence of the
processing speed on the algorithm complexity through the
adoption of a serial processing [43]. In the same vein, some
researchers have explored the FPGA use and utility in order
to overcome the DSP limitation [38, 44–47]. Thanks to its
parallel processing, the FPGA is chosen in this work. As a
result, utilizing the FPGA facilitates the implementation of
more complex algorithmswith a smaller sampling period and
a low execution time, which has the possibility of reaching
up to 200 KHz [47]. For the hardware implementation on
the FPGA, the SVM-DTC-IOFL, with the STSC algorithm,
should be programmed with the VHDL or Verilog descrip-
tion language. Nevertheless, programming the VHDL or

Verilog requires a lot of prototyping timewhich consequently
increases the system cost. To overcome this problem, a Xilinx
System Generator (XSG) toolbox is proposed in this work
to automatically generate the VHDL code and the bitstream
file [48, 49]. The toolbox XSG is developed by Xilinx to
be integrated into a Simulink environment and helps the
designer rapidly implement control algorithms of the FPGA
circuits [50].

In this paper, we propose firstly a combination between
SVM-DTC, the IOFL, and the STSC to form a new robust
control scheme. In different speed regions and rated load
torque, the proposed scheme guarantees an operation with
reduced torque ripples, lower chattering amplitude and high
robustness against the external disturbances and parameter
uncertainties. The second contribution of this paper consists
in implementing the proposed scheme on an FPGA. In fact,
the FPGA implementation of the control algorithms can
efficiently answer current and future challenges of this field.
Among them, we can quote the following:

(a) Using the FPGA, the cost of the control system can
be reduced for the following reasons: the designer
can choose the hardware architecture based only on
the specific needs of the control algorithm and the
reduction of the time market by using specific and
advanced methodologies of implementation. In this
work the Xilinx System Generator tool is utilized to
implement the proposed control algorithm.

(b) Improvement of the control system performances by
reducing the execution time designing dedicated par-
allel architectures, allowing FPGA-based controllers
to reach the level of performance offered by the analog
solutions.

In the rest of the paper, this work is organized as follows.
In Section 2, the state model of an induction motor and the
theory of the IOFL are presented. In Section 3, the PI speed
controller, the FOSMSC, and the STSC are developed. In
Section 4, the simulation results are presented to test the
performances of the suggested control strategy. After that,
the experimental implementation on an FPGA Virtex V is
presented in Section 5. Finally, we conclude in Section 6.

2. DTC of Induction Motor Based on
SVM and IOFL

The conventional DTC strategy produces a torque and a
flux with large ripples, which causes an acoustical noise, due
to the lack in the control of the switching frequency. The
SVM-DTC is proposed to conserve the conventional DTC
advantages and to overcome its limitations. The nonlinear
IOFL is suggested to provide a perfect decoupled control of
the stator flux and the torque.

2.1. Induction Motor Modelling. The squirrel cage induc-
tion motor is utilized in several applications, such as belt
conveyors and pumps. It is featured by high mechanical
robustness and known by good standardization between the
manufacturers [51]. The induction motor model is presented
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as follows, which will be used to design the proposed
IOFL approach. Several assumptions are present to model
the three-phase induction motor: each stator winding is
distributed in order to produce a sinusoidal mmf along the
air gap. The rotor is a squirrel cage, and the air gap of the
machines is considered uniform.Themutual inductances are
equal. The saturation of the magnetic circuit, the hysteresis,
and eddy current losses are neglected. Indeed, the dynamic
behavior of the Induction Motor in the stationary reference
(𝛼, 𝛽) can be described below. The stator voltage vector V𝑠 in
the stationary reference (𝛼, 𝛽) is expressed by

V𝑠𝛼 = 𝑑𝜙𝑠𝛼𝑑𝑡 + 𝑅𝑠𝑖𝑠𝛼
V𝑠𝛽 = 𝑑𝜙𝑠𝛽𝑑𝑡 + 𝑅𝑠𝑖𝑠𝛽
V𝑠 = 𝑑𝜙𝑠𝑑𝑡 + 𝑅𝑠𝑖𝑠

(1)

where (V𝑠𝛼, V𝑠𝛽), (𝜙𝑠𝛼, 𝜙𝑠𝛽), and (𝑖𝑠𝛼, 𝑖𝑠𝛽) are the components
of the voltage, the stator flux, and stator current, respectively,
in the Concordia reference (𝛼, 𝛽). 𝑅𝑠 denotes the stator
resistance. The time derivative of the rotor flux in the
Concordia reference (𝛼, 𝛽) can be expressed as follows:

𝑑𝜙𝑟𝛼𝑑𝑡 = −𝑅𝑟𝑖𝑟𝛼 − 𝜔𝑚𝜙𝑟𝛽
𝑑𝜙𝑟𝛽𝑑𝑡 = −𝑅𝑟𝑖𝑟𝛽 − 𝜔𝑚𝜙𝑟𝛼

(2)

where (𝜙𝑟𝛼, 𝜙𝑟𝛽) and (𝑖𝑟𝛼, 𝑖𝑟𝛽) are the components of the rotor
flux and the rotor current, respectively. 𝑅𝑟 and 𝜔𝑚 are the
rotor resistance and the motor speed, respectively. The stator
flux vector 𝜙𝑠 and its components can be written as

𝜙𝑠𝛼 = 𝐿 𝑠𝑖𝑠𝛼 +𝑀𝑖𝑟𝛼
𝜙𝑠𝛽 = 𝐿 𝑠𝑖𝑠𝛽 +𝑀𝑖𝑟𝛽
𝜙𝑠 = 𝐿 𝑠𝑖𝑠 +𝑀𝑖𝑟

(3)

(i) The stator flux vector 𝜙𝑟 and its components can
written as

𝜙𝑟𝛼 = 𝐿𝑟𝑖𝑟𝛼 +𝑀𝑖𝑠𝛼
𝜙𝑟𝛽 = 𝐿𝑟𝑖𝑟𝛼 +𝑀𝑖𝑠𝛽
𝜙𝑟 = 𝐿𝑟𝑖𝑟 +𝑀𝑖𝑠

(4)

where 𝐿 𝑠, 𝐿𝑟, and 𝑀 are the stator, rotor, and mutual
inductances, respectively. The mechanical motor behavior is
described as follows [52]:

𝐽𝑑Ω𝑚𝑑𝑡 = 𝑇𝑒𝑚 − 𝑇𝑙 − 𝑓Ω𝑚 (5)

where 𝑇𝑒𝑚, 𝑇𝑙, 𝐽 𝑎𝑛𝑑 𝑓 are the electromagnetic torque, the
load one, rotor inertia, and viscous friction coefficient.

The electromagnetic torque developed by the motor can
be estimated as follows [4]:

𝑇𝑒𝑚 = 32𝑁𝑝 (𝜙𝑠𝛼𝑖𝑠𝛽 − 𝜙𝑠𝛽𝑖𝑠𝛼) (6)

with𝑁𝑝 denoting the pole pairs.
The time derivative of the stator current and the stator

flux components describes the state model of the induction
motor, as follows [10]:

𝑑𝑖𝑠𝛼𝑑𝑡 = − 1𝜎 ( 1𝑇𝑟 +
1𝑇𝑠) 𝑖𝑠𝛼 − 𝜔𝑚𝑖𝑠𝛼 +

1𝜎𝐿 𝑠𝑇𝑟 𝜙𝑠𝛼
+ 𝜔𝑚𝜎𝐿 𝑠 𝜙𝑠𝛽 +

1𝜎𝐿 𝑠 V𝑠𝛼
𝑑𝑖𝑠𝛽𝑑𝑡 = 𝜔𝑚𝑖𝑠𝛼 − 1𝜎 ( 1𝑇𝑟 +

1𝑇𝑠) 𝑖𝑠𝛽 −
𝜔𝑚𝜎𝐿 𝑠 𝜙𝑠𝛼

+ 1𝜎𝐿 𝑠𝑇𝑟 𝜙𝑠𝛽 +
1𝜎𝐿 𝑠 V𝑠𝛽

𝑑𝜙𝑠𝛼𝑑𝑡 = V𝑠𝛼 − 𝑅𝑠𝑖𝑠𝛼
𝑑𝜙𝑠𝛽𝑑𝑡 = V𝑠𝛽 − 𝑅𝑠𝑖𝑠𝛽

(7)

Using (7), the state model of the induction motor can be
rewritten by

�̇� = 𝑓 (𝑥) + 𝑔V𝑠𝛼𝛽 (8)

with

𝑥 = [𝑖𝑠𝛼 𝑖𝑠𝛽 𝜙𝑠𝛼 𝜙𝑠𝛽]𝑇 (9)

𝑓 (𝑥)

=
[[[[[[[[
[

−1𝜎 ( 1𝑇𝑟 +
1𝑇𝑠) 𝑖𝑠𝛼 − 𝜔𝑚𝑖𝑠𝛼 +

1𝜎𝐿 𝑠𝑇𝑟 𝜙𝑠𝛼 +
𝜔𝑚𝜎𝐿 𝑠 𝜙𝑠𝛽

𝜔𝑚𝑖𝑠𝛼 − 1𝜎 ( 1𝑇𝑟 +
1𝑇𝑠) 𝑖𝑠𝛽 −

𝜔𝑚𝜎𝐿 𝑠 𝜙𝑠𝛼 +
1𝜎𝐿 𝑠𝑇𝑟 𝜙𝑠𝛽−𝑅𝑠𝑖𝑠𝛼−𝑅𝑠𝑖𝑠𝛽

]]]]]]]]
]

(10)

𝑔 =
[[[[[[
[

1𝜎𝐿 𝑠0
1
0

01𝜎𝐿 𝑠0
1

]]]]]]
]
,

V𝑠𝛼𝛽 = [V𝑠𝛼V𝑠𝛽]
(11)

where

(i) (𝑇𝑟, 𝑇𝑠): the rotor and stator time constants.
(ii) 𝜎 = 1 −𝑀2𝑠𝑟/𝐿𝑟𝐿 𝑠: the Blondel coefficient, where𝑀𝑠𝑟

presents the mutual inductance.
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Figure 1: Voltage vectors.

2.2. SVM Technique Principle. In the conventional DTC, the
torque and the flux ripples are enormously affected by the
hysteresis bands. In fact, the large hysteresis band increases
the torque ripples and decreases the switching frequency and
vice versa. If the hysteresis bandwidth is reduced the switch-
ing frequency of the inverter increases, which consequently
raises the losses in the inverter [4]. The SVM is a way of
reducing the ripples and the current distortions and offering
an operationwith a constant switching frequency by selecting
the appropriate voltage vector for each sampling period
[53]. The SVM principle is to modulate the components of
the reference voltage vector and generate the corresponding
inverter switching states. In the SVM method, the reference
voltage vector is calculated by the projection of the two
nearest adjacent vectors in each sector Ni: (𝑖 − 1)(𝜋/3) ≺ Si ≤𝑖(𝜋/3), as shown in Figure 1.

The commutation times can be obtained with the voltage
vector components and the null vector must be applied in
the remainder of the time period to maintain the switching
frequency constant [54]. In sector 1, with a simple projection,
the commutation times and voltage vectors are presented in

→𝑉𝑆 = 𝑉∗𝑠𝛼 + 𝑗𝑉∗𝑠𝛽 = 𝑇1𝑇𝑚
→𝑉1 + 𝑇2𝑇𝑚

→𝑉2
→𝑉1 = √23𝑈𝑑𝑐 (cos (0) + 𝑗 sin (0)) = √23𝑈𝑑𝑐
→𝑉2 = √23𝑈𝑑𝑐 (cos(𝜋3 ) + 𝑗 sin(𝜋3 ))
𝑇𝑚 = 𝑇1 + 𝑇2 + 𝑇0
𝑇1 = (√32𝑉𝑆𝛼 − 1√2𝑉𝑆𝛽) 𝑇𝑚𝑈𝑑𝑐
𝑇2 = √2𝑉𝑆𝛼𝑇𝑚𝑜𝑑𝑈𝑑𝑐

(12)

where

(i) (V∗𝑠𝛼, V∗𝑠𝛽): the components of the reference voltage
vector,

(ii) T1, T2: the commutation time,

(iii) Tm: the sampling time,
(iv) Udc: the DC voltage.

2.3. IOFL Control Design. The Feedback Linearization (FL)
technique allows the user to utilize the linear control
approach with nonlinear systems such as the IM. The FL
technique transforms the model of a nonlinear system into
a linear equivalent one, so that the linear control approach
can be utilized. In order to improve the power efficiency and
provide a good dynamic control of the torque of the motor,
the proposed outputs of the system are the stator flux norm
and the electromagnetic torque. Hence, based on the input
output feedback linearization principle, the output variables
are considered as

ℎ1 (𝑥) = 𝑇𝑒𝑚 = 32𝑁𝑝 (𝑖𝑠𝛽𝜙𝑠𝛼 − 𝑖𝑠𝛼𝜙𝑠𝛽)
ℎ2 (𝑥) = 𝜙𝑠2 = 𝜙2𝑠𝛼 + 𝜙2𝑠𝛽

(13)

where 𝑇𝑒𝑚 is the estimated electromagnetic torque and |𝜙𝑠| is
the normof the stator flux.Assuming the controller objectives
y1 and y2, we get

𝑦1 = ℎ1 (𝑥)
𝑦2 = ℎ2 (𝑥) (14)

with 𝑇∗𝑒𝑚 and |𝜙∗𝑠 | being the torque and flux references,
respectively. Utilizing the presented equations, the time
derivative of the controller objectives presented by (14) can
be written a

[ ̇𝑦1̇𝑦2] = [
𝑔1 (𝑥)𝑔2 (𝑥)] + 𝐺 (𝑥) [

V𝑠𝛼
V𝑠𝛽
] (15)

The expressions of𝑔1(𝑥), 𝑔2(𝑥) 𝑎𝑛𝑑 𝐺(𝑥) can be obtained
by the combination between the time derivatives of (14)
and (7). After development and simplification, the obtained
expressions of 𝑔1(𝑥) 𝑎𝑛𝑑 𝑔2(𝑥) are given by

𝑔1 (𝑥) = 32𝑁𝑝 [− 1𝜎 ( 1𝑇𝑟 +
1𝑇𝑠)𝜙𝑠𝛼𝑖𝑠𝛼 + 𝜔𝑚𝜙𝑠𝛼𝑖𝑠𝛼

− 𝜔𝑚𝜎𝐿 𝑠 𝜙2𝑠𝛼 +
1𝜎 ( 1𝑇𝑟 +

1𝑇𝑠)𝜙𝑠𝛽𝑖𝑠𝛼 + 𝜔𝑚𝜙𝑠𝛽𝑖𝑠𝛽
− 𝜔𝑚𝜎𝐿 𝑠 𝜙2𝑠𝛽]

𝑔2 (𝑥) = −2𝑅𝑠 (𝜙𝑠𝛼𝑖𝑠𝛼 + 𝜙𝑠𝛽𝑖𝑠𝛽)

(16)

The matrix G(x) presented in (15) is given as follows:

𝐺 (𝑥)
= [[
[
32𝑁𝑝 (𝑖𝑠𝛽 − 1𝜎𝐿 𝑠 𝜙𝑠𝛽)

32𝑁𝑝 ( 1𝜎𝐿 𝑠 𝜙𝑠𝛼 − 𝑖𝑠𝛼)2𝜙𝑠𝛼 2𝜙𝑠𝛽
]]
]

(17)
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Figure 2: Block diagram of the closed-loop PI speed controller.

Utilizing the inductionmotormodel, the relation between the
rotor and the stator fluxes is given below:

𝜙𝑟𝛼 = 𝜎𝐿 𝑠𝐿𝑟𝑀𝑠𝑟 (
1𝜎𝐿 𝑠 𝜙𝑠𝛼 − 𝑖𝑠𝛼)

𝜙𝑟𝛽 = 𝜎𝐿 𝑠𝐿𝑟𝑀𝑠𝑟 (
1𝜎𝐿 𝑠 𝜙𝑠𝛽 − 𝑖𝑠𝛽)

(18)

Substituting (18) into (17), the matrix G(x) can be rewritten
as follows:

𝐺 (𝑥) = [[
− 3𝑀𝑠𝑟2𝜎𝐿 𝑠𝐿𝑟𝑁𝑝𝜙𝑟𝛽

3𝑀𝑠𝑟2𝜎𝐿 𝑠𝐿𝑟𝑁𝑝𝜙𝑟𝛼2𝜙𝑠𝛼 2𝜙𝑠𝛽
]
] (19)

In order to determine the expression of the control inputs
V𝑠𝛼 𝑎𝑛𝑑 V𝑠𝛽, the matrix G(x) must be reversible. The invert-
ibility of G(x) can be verified by its determinant which is
developed in

det (𝐺) = − 3𝑀𝑠𝑟𝜎𝐿 𝑠𝐿𝑟𝑁𝑝 (𝜙𝑟𝛼𝜙𝑠𝛼 + 𝜙𝑟𝛽𝜙𝑠𝛽) (20)

Referring to (20), it can be seen that the matrix G(x) is
reversible, because the product of the rotor flux and the stator
flux cannot be equal to zero [55]; the inverse of G(x) is written
G−1(x), as given by (14).

𝐺−1 (𝑥) = −𝜎𝐿 𝑠𝐿𝑟3𝑀𝑠𝑟𝑁𝑝 (𝜙𝑟𝛼𝜙𝑠𝛼 + 𝜙𝑟𝛽𝜙𝑠𝛽)

⋅ [[[
[
2𝜙𝑠𝛽 − 3𝑀𝑠𝑟2𝜎𝐿 𝑠𝐿𝑟𝑁𝑝𝜙𝑟𝛼
−2𝜙𝑠𝛼 − 3𝑀𝑠𝑟2𝜎𝐿 𝑠𝐿𝑟𝑁𝑝𝜙𝑟𝛽

]]]
]

(21)

Based on the IOFL technique, the control inputs can be
expressed as follows [52]:

[V𝑠𝛼
V𝑠𝛽
] = 𝐺−1 (𝑥) [−𝑔1 (𝑥) + V1−𝑔2 (𝑥) + V2

] (22)

where V1 and V2 are assumed to be two auxiliary control
inputs. The combination between (15) and (22) gives the
system outputs dynamic, which is

̇𝑦1 = V1

̇𝑦2 = V2
(23)

As shown in [56], to ensure a good tracking of torque
and the square of the stator flux references 𝑇∗𝑒𝑚 and |𝜙∗𝑠 |,
respectively, the internal input signals can be expressed as

V1 = −𝑘1 (𝑇𝑒𝑚 − 𝑇∗𝑒𝑚) + �̇�∗𝑒𝑚
V2 = −𝑘2 (𝜙𝑠2 − 𝜙∗𝑠 2) +  ̇𝜙∗𝑠 2

(24)

with k1 and k2 being positive constants. The combination
between (14), (23), and (24), the state errors dynamics 𝑒1 =𝑇𝑒𝑚 − 𝑇∗𝑒𝑚 and 𝑒2 = |𝜙𝑠|2 − |𝜙∗𝑠 |2 can be defined as

𝑑𝑒1𝑑𝑡 = −𝑘1𝑒1
𝑑𝑒2𝑑𝑡 = −𝑘2𝑒2

(25)

The SVM-DTC-IOFL performance depends strongly on
the suitable choice of the parameters k1 and k2, in order to
make the errors e1 and e2 converge exponentially to zero.
In fact, the small values of these parameters cause a poor
robustness and a slow convergence, while the great values
can lead to the instability of the system. Consequently, the
best choice of these parameters is seriously effective on the
performance of the control strategy [11]. The FL control law
is used in order to satisfy the stability condition defined by
the Lyapunov approach. To study the stability of the control
law, the Lyapunov function is given as

𝑉 (𝑒) = 12𝑒𝑇𝑒 (26)

The time derivative of (26) is given as follows:

�̇� = 𝑒𝑇 ̇𝑒 = [𝑒1 𝑒2] [−𝑘1 0
0 −𝑘2][

𝑒1𝑒2] = −𝑘1𝑒21 − 𝑘2𝑒22
< 0

(27)

The derivative of V is negative and equilibrium point is
globally and exponentially stable.

3. Synthesis of Speed Controllers

3.1. PI SpeedController. Theblock diagramof the closed-loop
speed controller is presented in Figure 2 [59].The speed loop
is realized by a PI controller. The integral and proportional
coefficients of this controller are noted kp and ki, respectively.

In Figure 2, the parameters J and f denote the inertia
moment and the Coefficient of friction, respectively. Ωm
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and Ωm ref are the actual and the reference rotor speed,
respectively. 𝑇𝑙 and 𝑇𝑒𝑚 𝑟𝑒𝑓 are the load and the reference
torque, respectively.

The selection of the parameters of the speed controller
is done in order to obtain the desired performances for the
closed-loop system by imposing the damping ratio 𝜉 and the
natural frequency 𝜔0.

Referring to Figure 2, the closed loop transfer function of
Hcl(s) can be expressed as follows:

𝐻𝑐𝑙 (𝑠) = (𝐾𝑝/𝐾𝑖) 𝑠 + 1(𝐽/𝐾𝑖) 𝑠2 + ((𝐾𝑝 + 𝑓) /𝐾𝑖) 𝑠 + 1 (28)

After identifying the denominator in its canonical form
given in (29), the Proportional and the Integral coefficients
of the speed controller can be obtained by solving (30).

𝐻𝑐𝑙 (𝑠) = 1(1/𝜔20) 𝑠 + (2𝜉/𝜔0) 𝑠 + 1 (29)

𝐽𝐾𝑖 =
1𝜔20

𝐾𝑝 + 𝑓𝐾𝑖 = 2𝜉𝜔0
(30)

In order to obtain a response without overshoot, the
damping coefficient is fixed at 𝜉 = 1 which correspond
the following relation 𝜔0 trep=4,75 as given in Table 10. trep
presents the time of the speed response. The parameters of
speed controller are expressed as follows:

𝐾𝑖 = 𝐽𝜔20
𝐾𝑝 = 2𝜉𝜔0𝐾𝑖 − 𝑓

(31)

3.2. Synthesis of Integral Sliding Mode Speed Controller. The
integral sliding mode speed controller is used to generate the
torque reference 𝑇∗𝑒𝑚. The mechanical equation of the motor
is written as

𝑑Ω𝑚 (𝑡)𝑑𝑡 = 1𝐽 (𝑇𝑒𝑚 − 𝑇𝑙 − 𝑓Ω𝑚) (32)

whereΩm is the rotor speed. Tem and Tl are, respectively, the
electromagnetic torque and the load torque, f presents the
coefficient of friction, and J is the inertia constant. Equation
(32) can be rewritten as follows:

Ω̇𝑚 = 1𝐽 (𝑇𝑒𝑚 − 𝑇𝑙) + (−𝑓𝐽 )Ω𝑚
= 𝛼Ω𝑚 + 𝛽 (𝑇𝑒𝑚 − 𝑇𝑙)
= (𝛼0 + Δ𝛼)Ω𝑚 + (𝛽0 + Δ𝛽) (𝑇𝑒𝑚 − 𝑇𝑙)
= 𝛼0Ω𝑚 + 𝛽0 (𝑢 (𝑡) + 𝑔)

(33)

with

𝛼 = −𝑓𝐽 = 𝛼0 + Δ𝛼
𝛽 = 1𝐽 = 𝛽0 + Δ𝛽

𝑢 (𝑡) = 𝑇𝑒𝑚
𝑔 = 1𝛽0 (Δ𝛼Ω𝑚 + Δ𝛽𝑢 (𝑡) − 𝛽𝑇𝑙)

(34)

where “Δ” presents the uncertainty, the index “o” indicates
the nominal value, and “g” represents the lumped uncer-
tainties. To determine the equivalent control law, the sliding
surface can be defined as [60]

𝑆Ω = 𝑒 (𝑡) + 𝜆∫𝑡
0
𝑒 (𝜏) 𝑑𝜏, 𝜆 > 0. (35)

where 𝑒(𝑡) = Ω𝑚−𝑟𝑒𝑓 − Ω𝑚 presents the speed error. The
control law can be defined by the following expression [61]:

𝑢 (𝑡) = 𝑢𝑒𝑞 (𝑡) + 𝑢𝑛 (𝑡) (36)

where the equivalent control law ueq is utilized to control the
system behavior and the term un is a relay control function
used to reject the disturbances and the parameter variations.
The discontinuous term 𝑢𝑛 can be expressed as [61]

𝑢𝑛 = 𝐾 sign (𝑆Ω) (37)

Due to its discontinuous nature, this term generates
a chattering phenomenon that can be reduced utilizing a
smooth control function [61]. The condition ̇𝑆Ω = 0 is
used for the equivalent control concept. Thus the following
is obtained:

̇𝑆Ω = ̇𝑒 (𝑡) + 𝜆𝑒 (𝑡) = Ω̇𝑚−𝑟𝑒𝑓 − Ω̇𝑚 + 𝜆𝑒 (𝑡)
= Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 − 𝛽0 (𝑢𝑒𝑞 (𝑡) + 𝑢𝑛 (𝑡) + 𝑔)
+ 𝜆𝑒 (𝑡)

= (Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 − 𝛽0𝑢𝑒𝑞 (𝑡) + 𝜆𝑒 (𝑡))
− 𝛽0 (𝑔 + 𝑢𝑛 (𝑡))

(38)

To satisfy the equivalent control concept ̇𝑆Ω = 0, we can get

𝑢𝑒𝑞 (𝑡) = 1𝛽0 (Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 + 𝜆𝑒 (𝑡)) (39)

Hence, the slidingmode speed controller is defined as follows:

𝑇𝑒𝑚−𝑟𝑒𝑓 = 𝑢 (𝑡)
= 1𝛽0 (Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 + 𝜆𝑒 (𝑡))
+ 𝐾 sign (𝑆Ω)

(40)
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To verify the stability of the system, the Lyapunov func-
tion can be utilized, which is represented as follows [62]:

𝑉 = 12𝑆2Ω (41)

If the time derivative of V is negative definite, the
existence and reachability conditions of a sliding mode are
verified. Referring to the Lyapunov function given by (41), the
time derivative of V can be expressed as [63]

�̇� = 𝑆Ω ̇𝑆Ω < 0 (42)

Consequently, the reachability condition of the sliding mode
speed controller is verified as follows. The combination
between (38) and (41) gives

�̇� = 𝑆Ω ((Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 − 𝛽0𝑢𝑒𝑞 (𝑡) + 𝜆𝑒 (𝑡))
− 𝛽0 (𝑔 + 𝑢𝑛 (𝑡))) < 0 (43)

Replacing (37) and (38) into (42), we can get

�̇� = 𝑆Ω((Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 − 𝛽0 ((1/𝛽0) (Ω̇𝑚−𝑟𝑒𝑓 − 𝛼0Ω𝑚 + 𝜆𝑒 (𝑡))) + 𝜆𝑒 (𝑡)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
=0

) − 𝛽0 (𝑔 + 𝑢𝑛 (𝑡)))
= −𝑆Ω𝛽0 (𝑔 + 𝑢𝑛 (𝑡))
= −𝑆Ω𝛽0 (𝑔 + 𝐾 sign (𝑆Ω)) < 0

(44)

To satisfy the reaching condition 𝑆Ω ̇𝑆Ω < 0 and ensure the
speed controller stability, we can get the inequality 𝑔 < 𝐾.

Generally, the first-order sliding mode controller based
drive system has many attractive features such as the fol-
lowing: (a) it is robust to parameter variations and model
uncertainties and insensitive to external load disturbance; (b)
it offers a fast dynamic response, and stable control system;
and (c) it requires an easy hardware/software implementa-
tion. However, in the conventional sliding mode control,
the robustness of the system against parameters variation
and external disturbances is achieved in the sliding phase.
During the reaching phase, the robustness is not guaranteed.
To overcome this problem, the Integral sliding mode control
has been proposed in [64] which eliminates the reaching
phase; thus, sliding phase will be enforced through the entire
system response [65].Themain Integral slidingmode control
drawbacks is the difficulty of parameter tuning of its gain,
which is required to ensure a compromise between distur-
bance rejection property of the controller and the chattering
phenomenon. As shown in (40), the integral sliding mode
control law contains a discontinue term. However, due to
discontinuous nature, it has some limitations in electrical
drives and shows high-frequency oscillations as chattering
characteristics. The chattering makes various undesirable
effects such as current harmonics and torque pulsation
[17, 66]. To reduce the chattering, a super-twisting speed
controller is proposed anddeveloped in Section 3.3.However,
the super-twisting sliding mode controller guarantees the
first-order sliding mode controller advantages and generates
a continuous control signal which consequently reduces the
chattering phenomenon [67].

3.3. Synthesis of Super-Twisting Rotor Speed Controller. The
super-twisting algorithm is designed to perform a continuous
control with a two-order sliding mode control utilizing only

the information about the sliding surface (S), whose of the ̇𝑆
derivate is not necessary. The super-twisting (ST) control law
u(t) is defined by two parts u1 and u2. The ST control law is
presented by [68, 69]

𝑢𝑆𝑇 = 𝑢1 (𝑡) + 𝑢2 (𝑡) (45)

with:

�̇�1 = −𝛿Ω sign (𝑆Ω)
𝑢2 = −𝜇Ω 𝑆Ω𝜂 sign (𝑆Ω) + 𝑢1 (46)

where 𝑆Ω is the sliding surface, which is given as follows:

𝑆Ω = Ω∗𝑚 − Ω𝑚 (47)

𝛿Ω and 𝜇Ω are positive constants, which are utilized to
synthesize a robust ST controller. The parameter 𝜂 presents
the degree of nonlinearity, which is generally defined as “0 <𝜂 ≤ 0.5”. This parameter is mostly equal to 0.5 [70, 71]. The
sufficient conditions to offer a finite time convergence are
given as follows [71, 72]:

𝛿Ω > ΦΓ𝑚
𝜇2Ω ≥ 4ΦΓ2𝑚

Γ𝑀 (𝛿Ω + Φ)Γ𝑚 (𝛿Ω − Φ)
(48)

where 𝛿Ω, 𝜇Ω, Φ, and Γ𝑚 are chosen as positive constants [73],
B is considered as the positive bound of the function 𝜙, andΓm and ΓM are considered as the bounds of the function 𝛾 at
the second derivative of the sliding surface [74], with

̈𝑆Ω = 𝜙 (𝑥, 𝑡) + 𝛾 (𝑥, 𝑡) �̇� (49)

To guarantee the convergence of the sliding surface
to zero in the presence of disturbances and uncertainties,
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Figure 3: Global diagram of conventional DTC.
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Figure 4: Global diagram of SVM-DTC-IOFL based on PI speed controller.

the functions 𝜙(𝑥, 𝑡) and 𝛾(𝑥, 𝑡) must verify the following
conditions: Φ ≥ |𝜙| 𝑎𝑛𝑑 Γ𝑀 ≥ 𝛾 ≥ Γ𝑚 > 0. The reference
of the torque generated by the sliding mode controller can be
expressed as follows:

𝑇𝑒𝑚 𝑟𝑒𝑓 = 𝑇𝑒𝑚 𝑒𝑞 + 𝑢𝑆𝑇 (50)

The global diagrams of the conventional DTC, the pro-
posed SVM-DTC-IOFL based on PI controller, the SVM-
DTC-IOFL based on FOSMSC and the proposed SVM-DTC-
IOFL based on STSC controller are shown in Figures 3, 4, 5,
and 6, respectively.

4. Simulation Results

The developed control algorithms are verified by digital sim-
ulation utilizing the XSG under a Matlab/Simulink environ-
ment. The IM parameters and characteristics are presented

in the Appendix. In this section, the simulation results of
the conventional DTC, the SVM-DTC-IOFL based on PI
speed controller and the SVM-DTC-IOFL based on STSC
will be presented and analyzed. To get these results, the
diagrams of the three approaches are realized with the XSG
toolbox. Xilinx created the XSG toolbox in the aim of being
integrated within Simulink. This toolbox comprises many
block sets utilized for the system design and to test as well
the functionality of the hardware systemby simulation.When
the design is achieved, giving the desired results of simulation
the XSG offer the possibility of automatically generating
the VHDL code. The generated VHDL code can be then
synthesized and implemented on the FPGA. Figure 7 shows
the design flow utilizing the XSG. The architecture of the
SVM-DTC-IOFL based on STSC from the XSG is presented
by Figure 8.

In this study, a 16-bits fixed-point format is chosen. The
sizes of decimal and entire parts are given in Table 1.
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Figure 8: Full architecture of SVM-DTC-IOFL based on STSC from XSG.

Table 1: 16-bit fixed point data format.

Sign Fixed entire part Fixed decimal part
[1 bit] [5 bits] [10 bits]

4.1. Comparative Study between Four Approaches at Rated
Speed (150 Rad/Sec). The objective of this study is to test the
performances of the proposed SVM-DTC-IOFL based on PI
speed controller, the SVM-DTC-IOFL based on FOSMSC,
and the SVM-DTC-IOFL based on STSC in terms of ripples
and speed deviation when the load torque is applied. The
reference speed is equal to 150 rad/sec. The rated load torque
equal to 10Nm is applied at t=0.5 sec. The parameters of the
Induction motor are given by the Table 8 which is presented
in the Appendix. The parameters of the IOFL, the STSC, the
FOSMSC, and the PI speed controllers are presented in the
Appendix (Table 9).

Figures 9–13 present the rotor speed evolution, the
electromagnetic torque response, the norm of the stator
flux, the phase stator current, and the stator flux trajec-
tory, respectively. Firstly, Figure 9 presents a comparative
study in terms of speed response with 150 rad/sec as a
reference speed. An external disturbance as a load torque
is applied at t=0.5 sec. Referring to this figure, it is shown
that the three techniques offer a good dynamic response
when starting up. It can be noticed that the SVM-DTC-IOFL
based on STSC has the faster speed response and the least
deviation under a load torque application, as depicted in

Figure 9(d). In fact, more details are presented in Table 2.
Figures 10(a), 10(b), 10(c), and 10(d) illustrates the torque
responses produced by the four control techniques with
load torque application at t=0.5 sec. It can be seen that the
torque ripples are reduced in the SVM-DTC-IOFL based
on PI controller, the SVM-DTC-IOFL based on FOSMC
and the SVM-DTC-IOFL based on STSC compared with
the conventional DTC, thanks to the SVM technique. The
torque ripples are considerably reduced with the SVM-DTC-
IOFL based on STSC as indicated in Figure 10(d). However,
relative to SVM-DTC-IOFL based on PI controller, the SVM-
DTC-IOFL based on FOSMC presents more torque ripples,
due to the chattering phenomenon. As shown in Figures
11 and 12, the stator flux ripples are reduced with a good
tracking in the proposed approach. It can be seen that the
SVM-DTC-IOFL based on STSC has a low flux ripples
relative to the SVM-DTC-IOFL based on FOSMC due to the
chattering phenomenon. After that, in Figure 13, the stator
current evolution is presented. It can be noticed that the stator
current has a good sinusoid waveform in the SVM-DTC-
IOFL based on PI and SVM-DTC-IOFL based on STSC, but
in the conventional DTC the stator current has important
harmonics. Figure 14 illustrates the evolution of the rotor
speed and the electromagnetic torque with different speed
references and at a locked rotor [100 rad/sec→150rad/sec→
0rad/sec→ -150 rad/sec] under a rated load torque, obtained
using the SVM-DTC-IOFL based on STSC. It can be noticed
that the STSC offers a fast dynamic response and a good
reference tracking. The load influence is insignificant (as
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Figure 9: Speed response for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI controller, (c) SVM-DTC-IOFL based on FOSMSC,
and (d) SVM-DTC-IOFL based on STSC.
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Figure 10: Torque response for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI controller, (c) SVM-DTC-IOFL based on FOSMC,
and (d) SVM-DTC-IOFL based on STSC.

depicted in Figure 14(a), ZOOM). The torque has a fast
response and low ripples even at a locked rotor and a
rated load. A comparative study is provided in Tables 2 and
3.

4.2. Performance Analyzes of SVM-DTC-IOFL Based on STSC
at Low Speed (10 Rad/Sec). To show the performances of the
SVM-DTC-IOFL-STSC at a low speed, a simulation study is
carried out. In this study, the reference speed and the load
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Figure 11: Norm of the Stator flux for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI controller, (c) SVM-DTC-IOFL based on
FOSMC, and (d) SVM-DTC-IOFL based on STSC.

Table 2: Performance analysis in terms of dynamics.

Conventional DTC SVM-DTC-IOFL
based on PI

SVM-DTC-IOFL
based on FOSMSC

SVM-DTC-IOFL
based on STSC

Speed response time (sec) 0.125 0.1 0.07 0.06
Speed dropping when load
is applied (rad/sec) 3.86 (2.57%) 3 (2%) 1.3 (0.833%) 0.5 (0.33%)

Torque response time when
load is applied (sec) 0.01 0.008 0.004 0.002

Table 3: Performances analysis in terms of ripples.

Conventional DTC SVM-DTC-IOFL
based on PI

SVM-DTC-IOFL
based on FOSMSC

SVM-DTC-IOFL
based on STSC

Tem (Nm) ripples 1.4 (14%) 0.475 (4.75%) 0.6 0.35 (3.5%)𝜙(𝑊𝑏) ripples 0.03 (3.33%) 0.016(1.758%) 0.02 0.01 (1.098%)

torque are equal to 10rad/sec and 10Nm, respectively.The load
torque is applied at t=10Nm.The obtained results are given by
the Figures 15, 16, 17, and 18.

Figure 15 illustrates the rotor speed responses for the three
control strategies: the conventional DTC, the SVM-DTC-
IOFL based on PI controller, and the SVM-DTC-IOFL based
on STSC at a low-speed operation. In this test, the reference
speed is equal to 10rad/sec and the rated load torque equal
to 10Nm is applied at t=0.5s. It can be noticed clearly that
the SVM-DTC-IOFL based on STSC offers good dynamics,
as highlighted in Figure 15(c), but with a PI controller, the
rotor speed presents some fluctuation, as represented in

Figure 15(b). The speed fluctuations are important in the
conventional DTC, as given in Figure 15(a). The torque
responses for the three control approaches are depicted in
Figure 16. It can be seen that the low speed operation raises
the torque ripples as shown in Figure 16(a). However, using
the SVM-DTC-IOFL based on STSC offers a torque response
with low ripples, as demonstrated by Figure 16(c). Figure 17
illustrates the evolution of the stator flux norm at a low speed.
Referring to Figure 17(a), we can notice that the stator flux
has high ripples and fluctuations. The ripples will be lower
when the IM is controlled utilizing the SVM-DTC-IOFL
with a PI controller and the SVM-DTC-IOFL with an STSC
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Figure 12: Stator flux trajectory for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI controller, (c) SVM-DTC-IOFL based on
FOSMC, and (d) SVM-DTC-IOFL based on STSC.

(see Figures 17(b) and 17(c)). The circular shape represented
by the extremity of the stator flux vector under the three
control strategies is given by Figures 18(a), 18(b), and 18(c).
Figures 18(b) and 18(c) confirm the superiority of the SVM-
DTC-IOFL relative to the conventional DTC.

4.3. Test Robustness at Low Speed and with Variation in Stator
Resistance. This test shows a comparative study between the
SVM-DTC-IOFL based on STSC and the conventional DTC
under a stator resistance variation. During the operation,
the stator resistance goes up by 50% at t=1s with 7.5rad/sec
(5% of rated speed) as a speed reference. The load torque is
introduced at t=0.5s. Figures 19 and 20 depict the evolution
of the stator flux norm and the rotor speed response under
the variation in stator resistance. It can be noticed that the
obtained results confirm the robustness of the SVM-DTC-
IOFL with an STSC compared with the conventional DTC.
The effect of the stator resistance variation is very low and

negligible under the SVM-DTC-IOFL based on STSC, as
demonstrated by Figures 19(b) and 20(b).

A brief comparison between the conventional DTC, the
SVM-DTC-IOFL based on STSC, and the Indirect Rotor
Field-oriented Control (IRFOC) is illustrated in Table 4.This
comparison integrates different criteria such as dynamics,
stability properties, the commutation frequency, and the
robustness under parameter variations.

5. FPGA Implementation

5.1. Synthesis Results. After designing and simulating the
control algorithm, it possible to generate the VHDL code
and determine the synthesis results utilizing the Xilinx ISE
tool. During the hardware implementation of the proposed
approaches, the used resources from the FPGA surface are
presented in Table 5.
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Figure 13: Three phase stator current for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI controller, (c) SVM-DTC-IOFL based on
FOSMC, and (d) SVM-DTC-IOFL based on STSC.
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Figure 14: Speed response under SVM-DTC-IOFL based on STSC for different speed regions.
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Figure 15: Speed response for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI, and (c) SVM-DTC-IOFL based on STSC.
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Figure 16: Torque response for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI, and (c) SVM-DTC-IOFL based on STSC.
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Figure 17: Norm of the Stator flux for (a) conventional DTC, (b) SVM-DTC-IOFL based PI, and (c) SVM-DTC-IOFL based on STSC.
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Figure 18: Stator flux trajectory for (a) conventional DTC, (b) SVM-DTC-IOFL based on PI, and (c) SVM-DTC-IOFL based on STSC.
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Figure 19: Rotor speed evolution with stator resistance variation (Rs increases by 50% at t=1sec at low speed region: 7.5 rad/sec): (a)
conventional DTC and (b) SVM-DTC-IOFL based on STSC.

Table 4: A comparative study between different control schemes.

IRFOC Conventional DTC SVM-DTC-IOFL-STSC
Commutation frequency Fixed Variable Fixed
Dynamics Low good excellent
Stability properties Low Low High
Robustness under
parameters variations Low Medium good
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Figure 20: Torque evolution with stator resistance variation (Rs increased by 50% at t=1sec at low speed region: 7.5 rad/sec): (a) conventional
DTC and (b) SVM-DTC-IOFL-STSC.

Table 5: Utilized resources from FPGA surface.

Used with DTC Utilization for
DTC

Used with
SVM-DTC-IOFL based

on STSC
Available

Utilization for
SVM-DTC-IOFL based on

STSC
Number of bonded
IOBs 13 2% 13 640 2%

Number of Slices 1344 3% 3966 44800 9%
Number of
MULT18X18s 16 12% 41 128 3%

Maximum Clock
Frequency 35.13 MHz

Table 6: FPGA Performances: Execution time of SVM-DTC-IOFL with STSC.

Module Latency Execution Time (𝜇s)
ADC interface - tADC=2.2 𝜇s
Speed sensor interface 4 ts=0.04 𝜇s
Concordia 6 tC=0.06 𝜇s
Stator flux and torque estimator 16 tE=0.16 𝜇s
STSC speed controller 16 TSTSC=0.16 𝜇s
IOFL 26 TIOFL=0.26 𝜇s
SVM 14 tSVM=0.14 𝜇s
Total Control Time: Tc= tADC+ tE+ tSTSC+ tIOFL + tSVM Tex=3.02 𝜇s

The obtained FPGA performances in terms of execution
time of the designed SVM-DTC-IOFL with STSC hardware
architecture are given in Table 6.

Referring to Table 6, the total control time is evaluated
by 3.02𝜇s. This offers the possibility of choosing a sampling
period equal to 5𝜇s, which is equivalent to a sampling
frequency equal to 200 kHz.The FPGA considerably reduces
the period of the system and eliminates the time delay in
the control loop, but utilizing the software solutions the
execution time is important and evaluated by tens or even
hundreds of microseconds [74, 75]. In [76], the execution
time of a control algorithm using a DSP and an FPGA was
equal to 66𝜇s and 6𝜇s, respectively. This demonstrates the
high processing speed of the FPGA thanks to its parallel
processing. The effect of the execution time on the control
performance was mentioned in [77], where the stator current
harmonics increased with the growth of the execution time.
In fact, when the execution time is equal to 2.64𝜇s and

50𝜇s, the total harmonic distortions will be equal to 8.4%
and 11.1%, respectively. A comparative study with other work
about the DTC implemented on an FPGA is presented in
Table 7. Figure 21 shows the sequential timing diagram of the
control structure. At the beginning of each sampling period,
the ADC interface module activates the two converters for
the current acquisition simultaneously. Then, after a delay
conversion from analog to digital tADC, the control module
SVM-DTC-IOFL based on STSC is activated.

5.2. Experimentation. The simulation results demonstrate
the superiority of the proposed SVM-DTC-IOFL based on
STSC relative to the other control strategy. The experimental
validation of the proposed strategy is done in the laboratory
utilizing an FPGA Virtex 5-ML507 which includes 100MHz
oscillator. The experimental test bench integrates a squirrel
cage induction motor, a Semikron voltage converter, a mag-
netic powder brake, an electronic board based on two sensors
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Figure 21: Sequential timing diagram of the control structure SVM-DTC-IOFL based on STSC.

Table 7: Comparison in terms of sampling frequency.

Reference DTC sampling frequency (kHz)
Proposed SVM-DTC-IOFL based on STSC 200

Utsumi [57] Type A controller 20
Type B controller 40

Llor [58] 40

Table 8: Induction machine parameters.

Parameter Value Parameter Value
power (kW) 1.5 Rotor resistance (Ω) 4.282
Voltage (V) 230/400 Stator inductance (H) 0.464
Frequency (Hz) 50 Rotor inductance (H) 0.464
Pole pair 2 Mutual inductance (H) 0.4417
Stator resistance (Ω) 5.717 Rated speed (rpm) 1435

Table 9: Gains of the control schemes.

Gains / Values
IOFL controller 𝑘1=8000; 𝑘2=8000
STSC controller 𝛿Ω=1.2; 𝜇Ω=11
FOSMSC 𝜆 = 25; 𝐾 = 5
PI speed controller Kp=0.825; Ki=35

LA25NP for stator current measurement, an electronic board
based on an ADS8509 converter for analog to digital con-
version of the stator current, and an inverter interface circuit
board to create the dealt time. The block diagram of the test
bench and its real view are given by Figure 22. The hardware
control system includes the SVM-DTC-IOFL based on STSC,
a serial interface, an ADC interface, and incremental coder
interface in one FPGA chip. The results were recorded using
the RS232 and plotted within MATLAB.

The obtained experimental results of the proposed SVM-
DTC-IOFL based on STSC are given by Figures 23(a), 23(b),

Table 10: The relationship between 𝜉 and 𝜔0trep.
𝜉 𝜔0trep
0.4 7.7
0.5 5.3
0.6 5.2
0.7 3
1 4.75

23(c), and 23(d) which are the control signals generated by
the inverter interface circuit board, the stator current in
the Concordia reference measured by the current sensors,
the rotor speed, and the stator current is𝛼, respectively. The
reference of the electric speed is equal to 300 rad/sec. It is
clearly seen that the proposed SVM-DTC-IOFL based on
STSC scheme offer a good performances in terms of fast
speed response, good tracking with very low deviation under
the load disturbances and with ripples in steady-state, as
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Figure 22: Experimental system: (a) block diagram of test bench and (b) real view of bench.

demonstrated by Figure 23(c). Figure 23(d) demonstrate that
the stator current the stator current has a good sinusoidwave-
form and low harmonics. Figures 24(a) and 24(b) presents
the evolution of the stator flux norm and the electromagnetic
torque. We can easily notice that the proposed approach
reaches better performances in terms of ripples reduction and
good tracking.

The experimental results are similar to those obtained
by digital simulation; the main difference between these
results can be justified by many reasons, like the ideal
simulation under the Matlab environment, the dead times
between the control signals of the inverter, and the losses
in the motor which are neglected in the modeling step.

These results confirm the IM performances controlled by
the proposed SVM-DTC-IOFL based on STSC. The very
fast FPGA computation time allows obtaining much higher
performance and overcoming the typical limitation of DSP
sequential algorithms mentioned in [45].

6. Conclusion

In this paper, a performance improvement of the DTC of
an IM drive utilizing the SVM technique and two nonlinear
control strategies is presented. In order to solve the conven-
tional DTC problems, like the torque ripples, the current
distortion, and the variation in the switching frequency, the
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Figure 23: Experimental results of proposed SVM-DTC-IOFL based on STSC feeding an induction motor: (a) control signals generated by
the inverter interface circuit board, (b) stator current in the Concordia reference measured by the current sensors, (c) rotor speed, and (d)
stator current is𝛼.
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and (b) the electromagnetic torque.
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SVM technique has been inserted in the DTC structure.
The proposed scheme is known as the SVM-DTC. Then,
the IOFL approach combined with the nonlinear second-
order sliding mode super-twisting algorithm was applied
to achieve better speed tracking performance and to reject
external disturbances. The stability of the proposed SVM-
DTC-IOFL with super twisting algorithm has been analyzed
mathematically using Lyapunov stability theory.

A comparative study between the conventional DTC, the
SVM-DTC-IOFL with PI speed controller, the SVM-DTC-
IOFL with FOSMSC, and the proposed SVM-DTC-IOFL
with STSC is presented, which demonstrate the superiority of
the proposed SVM-DTC-IOFL with STSC in terms of ripples
reduction, robustness against the external load disturbances,
fast dynamic response, and good tracking, and has reduced
the complexity of the control scheme compared with the
other control approaches. In addition, the second-order
sliding mode speed controller has increased the robustness
of the control approach against reference speed variation and
external load disturbances.Moreover, this controller has been
featured by its simple design and implementation.

The experimental validation of the proposed SVM-DTC-
IOFL with STSC algorithm has been carried out in the labo-
ratory using an FPGA Virtex V ML507. The implementation
on the FPGA is made utilizing the XSG tool. The obtained
results are similar to those obtained by simulation. In the
implementation step, the algorithmof the proposed approach
is executed in very short time, thanks to the high degree of
parallelism of the FPGA architecture.The low execution time
reduces the delays in the control loop, which consequently
decreases the current and torque harmonics and increases the
induction motor service life. Finally, the robust SVM-DTC-
IOFLwith a super twisting speed controller can be considered
as a good solution to control the electrical motor drives.

For future works, it is interesting firstly to add a novel
sliding mode speed observer for speed estimation which
consequently reduces the control system cost and the rate
of maintenance. Secondly, it is important to add a model
based loss minimization strategy for the purpose of efficiency
optimization.Thirdly, it is interesting extend the SVM-DTC-
IOFL with STSC algorithm for dynamic reconfiguration
process and to use new digital solutions like Zync fromXilinx
and Cyclone from Altera.

Appendix

See Tables 8, 9, and 10.

Nomenclature

DTC: Direct torque control
SVM: Space vector modulation
IM: Induction motor
IOFL: Input-output feedback linearization
STSC: Super-twisting speed controller
SMC: Sliding mode control
FOSMSC: First-order sliding mode speed controller
XSG: Xilinx system generator
FPGA: Field programmable gate array

VHDL: VHSIC hardware description language
PI: proportional integral
IRFOC: Indirect rotor field oriented control
DSPACE: Digital signal processing and control

engineering
DSP: Digital signal processor
Udc: Direct voltage to fed he inverter
J: Inertia momentΩm: Mechanical rotor speed
Tem: Electromagnetic torque
f: Coefficient of friction
Tl: Load torque
Np: Number of the poles pairs
(is𝛼, is𝛽): Stator current components
(vs𝛼, vs𝛽): Voltage vectors components
(𝜙s𝛼, 𝜙s𝛽): Stator flux vector components
(Rr, Rs): Rotor and stator resistance, respectively
(Lr, Ls): Rotor and stator inductance, respectively
(Tr, Ts): Rotor and stator time constants𝜔r(rad/s): Electric rotor speed𝜎: Blondel coefficient
Msr: Mutual inductance.
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[59] F. Bonnet, Contribution à l’Optimisation de la Commande d’une
Machine synchrone à Double Alimentation utilisée en mode
Moteur, Doctorat De L’Université De Toulouse, 2008.
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